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Teaching Goals

This third laboratory is concerned with the application of cameras to estimate geometric entities. The exercises cover the range from uncalibrated monocular sensors to fully calibrated stereo pairs as frequently used in photogrammetry.

Important Note!

Please strictly adhere to the following rules when working in the laboratory:

- **Never** use a camera without a suitable mount such as a tripod!
- Be careful when re-connecting a camera to the PC! Some interfaces require to completely power down the PC prior to any camera handling.
- **Never** touch the unprotected surface of a sensor!
- Do not modify the aperture, focal length, and focus settings of a calibrated camera.

Exercise 1 - Monocular Calibration

An important prerequisite to the use of cameras in vision-based metrology is the metric calibration of the sensor. Calibration refers to the estimation of the model parameters based on one or more acquisitions of a calibration target. We use a pin-hole model which is comprised of the following parameters:

- Radial and tangential distortion.
- Horizontal and vertical focal lengths.
- Skew angle.
- Principle point.

Using a planar calibration target, perform the following points:

- Acquire $N = 5...10$ images of the calibration target.
- Calibrate the camera intrinsics using the Caltech toolbox.
- Visualise the different geometric constellations.
- Discuss your results.
- Visualise the lens distortion by means of a vector field.
- Undistort one of the calibration images and discuss the results.

Perform again the image stitching task of Lab1 and compare your results.
Exercise 2 - Stereo Calibration

Using the stereo-rig perform the following tasks:

- Calibrate the stereo rig. The intrinsic camera parameters will be provided.
- Search for corresponding points with the help of the epipolar lines.
- Estimate the area of the tracking target.

Exercise 3 - Stratification

A perspective distorted image must be stratified step by step using different transformations.

1. Make transformation $T_{\infty}$ to get parallel lines by using the line at infinity.

   $T_{\infty} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
l_{\infty}(1) & l_{\infty}(2) & l_{\infty}(3)
\end{bmatrix}$

   Figure 1: Line at infinity.

2. Rotate angle symmetrical to align with either x- or y-axis. To align one of the axis a proper rotation matrix $R$ has to be constructed (Remember that x and y axes have to be orthogonal to each other).

   $R = \begin{bmatrix}
\text{new x-axis} \\
\text{new y-axis}
\end{bmatrix}$

3. Scale in a way that right angles are recovered. Due to the fact that the angle bisector is aligned to one of the axes, the right angle is achieved by scaling either the x or y axis.
4. Scale to recover square dimensions.

Prerequisites:
- Hierarchy of transformations.
- Basic understanding of line at infinity.

Exercise 4 - Camera Projection Matrix

The goal of this exercise is to find the camera projection matrix $P$ [1] and to decompose it to get the camera calibration matrix $K$, the rotation matrix $R$, and the camera center $\hat{C}$. The projection matrix $P$ is a mapping between homogeneous world coordinates $X_i = (X_i, Y_i, Z_i, 1)$ and homogeneous image coordinates $x_i = (x_i, y_i, w_i)^T$ and thus has the dimension $3 \times 4$.

$$x_i = PX_i$$

The matrix $P$ is unique up to scale, thus we use the equation

$$x_i \times x_i = 0 \Rightarrow x_i \times PX_i = 0$$

to determine $P$. With $P^{iT}$ being the $i$-th row of $P$ we can write the cross product as

$$x_i \times PX_i = \begin{pmatrix}
y_iP^{iT}X_i - w_iP^{2T}X_i \\
w_iP^{iT}X_i - x_iP^{2T}X_i \\
x_iP^{2T}X_i - y_iP^{1T}X_i
\end{pmatrix} = 0 \tag{1}$$

And since $P^{iT}X_i = X_i^TP^i$, we get

$$\begin{pmatrix}
0^T \\
w_iX_i^T \\
-y_iX_i^T
\end{pmatrix}
\begin{pmatrix}
y_iX_i^T \\
x_iP^{2T}X_i \\
0^T
\end{pmatrix}
\begin{pmatrix}
P^1 \\
P^2 \\
P^3
\end{pmatrix} = 0 \tag{2}$$

Because only two rows are linearly independent, we can drop e.g. the third row and get two equations for each point correspondence. And since $P$ has 11 degrees of freedom, we need $5 \frac{1}{2}$ point correspondences.

To decompose the projection matrix, we need to investigate the structure of $P$. It can be written as

$$P = KR[I - \hat{C}]$$

where $K$ is an upper triangular matrix

$$K = \begin{bmatrix}
\alpha_x & s & x_0 \\
\alpha_y & y_0 \\
0 & 0 & 1
\end{bmatrix}$$

and $R$ is an orthogonal rotation matrix between the camera and the world coordinate frame. On the other hand, $P$ can be written as

$$P = [M] - M\hat{C} \tag{3}$$

Using RQ-decomposition we can decompose $M = KR$ into $K$ and $R$.

For this exercise perform the following tasks:
1. Using the 3d target, acquire \( n = 6 \) images.

2. Compute the projection matrix \( P \) using the given MATLAB framework.

3. Decompose the projection matrix \( P \) to get:
   - The camera center \( \hat{C} \) in the world coordinate frame.
   - The camera calibration matrix \( K \).
   - The rotation matrix \( R \) that represents the orientation of the camera coordinate frame.